Logical implication

Introduction

Implication might seem basic and simple; in fact there is a lot to say about. Different interpretations of implication are possible.

RDF and implication

Material implication is implication in the classic sense of First Order Logic. In this semantic interpretation of implication the statement ‘If dogs are reptiles, then the moon is spherical’ has the value ‘true’. There has been a lot of criticism about such interpretation. The critic concerns the fact that the premiss has no connection whatsoever with the consequent. This is not all. In the statement ‘If the world is round then computer scientists are good people’. Both the antecedent and the consequent are, of course, known to be true, so the statement is true. But there is no connection whatsoever between premiss and consequent. 

In RDF I can write:

(world,a,round_thing) implies (computer_scientists,a,good_people).

This is good, but I have to write it in my own namespace, let’s say: namespace = GNaudts. Other people on the World Wide Web might judge: 

Do not trust what this guy Naudts puts on his web site. 

So the statement is true but…

Anyhow, antecedent and consequent do have to be valid triples i.e. the URI’s constituting the subject, property and object of the triples do have to exist. There must be a real and existing namespace on the World Wide Web where those triples can be found. If e.g. the consequent generates a non-existing namespace then it is invalid. It is possible to say that invalid is equal to false,  but an invalid triple  will be just ignored. An invalid statement in FOL i.e. a statement that is false will not be ignored. 

From all this it can be concluded that the Semantic Web will see a kind of process of natural selection. Some sites that are not trustworthy will tend to dissappear or be ignored while other sites with high value will survive and do well. It is in this selction that trust will play a fundamental role, so much that I dare say: without trust systems, no Semantic Web. 

Strict implication  or  entailment : if p( q then, necessarily, if p is true, q must be true. Given the rule (world,a,round_thing) implies (computer_scientists, a,good_people), if the triple (world,a,round_thing)  exists then, during the closure process the triple (computer_scientists, a,good_people) will actually be added to the closure graph. So, the triple exists then, but is it true? This depends on the person or system who looks at it and his trust system. 

Conclusion

The implication defined in chapter 6 should be considered a  strict implication but, given trust systems, its truth value will depend on the trust system. A certain trust system might say that this triple is ‘true’, it might say that it is ‘false’ or it might say that it has a truth value of ‘70%’. 

Another view on the World Wide Web

Mostly the World Wide Web is regarded from a human centric viewpoint. The aim of the Semantic Web is the automation of the World Wide Web and therefore, instead of a human centric viewpoint, a computer centric viewpoint should be used [BOLLEN]. 

If the World Wide Web is one huge system, this system is fed information by a sensor part  and it acts upon the environment by an  actuator part. Both sensor and actuator part are composed of a multitude of entities. The input from the environment as well as the output (information and actions) to the environment happens mostly through a very complex machine namely the human being. 

Within the system a very important role is played by the search engines. They form a kind of centralised index and for the most part determine the associations that exist between different sides. In the furture of the Semantic Web they will probably also have a role in centralised trust systems. 

Besides a heavy centralised part of the web there is also a less known decentralised part of the web where there is a direct contact between computers  on the web. In this part also trust can be based on a decentralised trust system. 

Also e-mail systems are generally less centralised and much more distributed than search engines. 

Another part of the web makes use of securised connections. This can be called the secure web. For a great part these are connections between companies or, e.g. in the case of banks, between citizens and companies. 

I believe that all these parts of the web will continue to exist and that some more will be added in the future. 

The World Wide Web and neural networks

It is possible to view the WWW as a neural network. Each HTTP server represents a node in the network. A node that gets much queries is reinforced i.e. it gets a higher place in search robots, it will receive more trust either unformally through higher esteem either formally in an implemented trust system, more links will refer to it. 

On the other hand a node that has low trust or intrest will be weakened. Eventually hardly anyone will consult it. This is comparable to neural cells where some synapses are reinforced and others are weakened. 

RDF and modal logic
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Following  [BENTHEM, STANFORDM] a model of possible worlds M = <W,R,V> for modal propsitional logic consists of:

a) a non-empty set W of possible worlds

b) a binary relation of accessibility R between possible worlds in W.

c) a valuation V that gives, in every possible world, a value Vw(p) to each proposition letter p. 

This model can be used with adaptation for the World Wide Web in two ways. A possible world is then equal to a XML namespace.

1) for the temporal change between two states of an XML namespace

2) for the comparison of two different namespaces

This model can also be used to model trust. 

Elaboration

Be nst1 the state of a namespace at time t1 and nst2  the state of the namespace at time t2. 

Then the relation between nst1  and nst2  is expressed as R(nst1,nst2)
When changing the state of a namespace inconsistencies may be introduced between one state and the next. If this is the case one way or another users of this namespace should be capable of detecting this. Heflin has a lot to say about this kind of compatibilities between ontologies [HEFLIN]. 

If ns1 and ns2 are namespaces there is a non-symmetrical trust relation  between the namespaces.

R(ns1,ns2,t1)  is the trust that ns1 has in ns2  and  t1  is the trust factor. 

R(ns2,ns1,t2)  is the trust that ns2 has in ns1  and  t2  is the trust factor.

The truth definition for a modal trust logic is then (adapted following [BENTHEM]): Note: VM,w(p) = the valuation following model M of proposition p in world w.

a) VM,w(p) = Vw(p) for all proposition letters p.
b) VM,w ((() = 1 ( VM,w(() : This will only be applicable when a negation is introduced in RDF. This could be applicable for certain OWL concepts. 

c) VM,w(((() = 1 ( VM,w(() = 1 and VM,w(() = 1 : this is just the conjunction of statements in RDF.

d) VM,w((() = 1 ( for every w’ ( W: if Rww’ then VM,w(() = 1

This means that a formula should be valid in all worlds. This is not applicable for the World Wide Web as all worlds are not known.

e) VM,w,t((() = 1 ( there is a  w’ ( W such that Rww’ and trust(VM,w’(() = 1) >t : this means that (( (possible () is true if it is true in some world and the trust of this ‘truth’ is greater than the trust factor.

Point e is clearly the fundamental novelty for the World Wide Web interpretation of modal logic. 

In a world  w  a triple t  is true when it is true in w or any other world w’ taking into account the trust factor.  

With trust it is possible to close the open world of the World Wide Web. This is done just by making a closed list of the sites that are trusted. That is in fact what happens often today. A world w1 will be capable of deciding which worlds to trust. To obtain a list of all trusted worlds will, in most cases, be a practical impossibility.  

This model can be used also to model neural networks. A neuron is a cell that has one dendrite and many axons. The axons of one cell connect to the dendrites of other cells. An axon fires when a certain threshold factor is surpassed. This factor is to be compared with the trust factor of above and each axon-dendrite synaps is a possible world. Possible worlds in this model evidently are grouped following the fact whether the synapses belong to the same neuron or not. This gives a two-layered modal logic. When acertain threshold of activation of the dendrites is reached a signal is sent to the axons that will fire following their proper threshold. Well, at least, this is a possible model for neurons. I will not pretend that this is what happens in ‘real’ neurons. The intrest here is only in the possibilities for modelling aspects of the Semantic Web. 

Certain properties about implication can be deduced or negated for example:

((p(q) ( ((p ((q)

If p(q is true in a world does not entail that p is true in a world and that q is true in a world.

Normally the property of transitivity will be valid between trusted worlds:

(p ( ( (p

(p in world w1 means that p is trusted in a connected world w2.

( (p in world w1 means that p is trusted in a world w3 that is connected to w2.

Trusted worlds are all worlds for which the accumulation of trust factors f(t1,t2,…,tn) is not lower than a certain threshold value. 

OWL Lite and logic

Introduction

OWL-Lite is the lightweight version of OWL, the Ontology Web Language. I will show in this section that, or OWL-Lite must be implemented natively, or a negation and an  equality is needed for the implementation in RDF with a constructive implication. I will investigate how OWL-Lite can be interpreted constructively. 

I will only discuss OWL concepts that are relevant for this chapter.

Elaboration

Note: the concepts of RDF and rdfs form a part of OWL. 

rdfs:domain: a statement (p,rdfs:domain,c) means that when property p is used, then the subject must belong to class c.

Whenever property p is used a check has to be done to see if  the subject of the triple with property p really belongs to class c. Constructively, only subjects that are declared to belong to class c or deduced to belong to, will indeed belong to class c. There is no obligation to declare a class for a subject. If no class is declared, the class of the subject is rdf:Resource. The consequence is, that though a subject might be of class c but is not declared to belong to the class, then the property  p can not apply to this subject.

rdfs:range: a statement (p,rdfs:range,c) means that when property p is used, then the object must belong to class c. The same remarks as for rdfs:domain are valid.

owl:disjointWith: applies to sets of type rdfs:class. (c1,owl:disjointWith,c2) means that, if r1 is an element of c1 then it is not an element of c2. When there is no not, it is not possible to declare r1( c2. However, if both a declaration r1( c1 and r1( c2 is given, an inconsistency should be declared. 

It must be reminded that in an open world the boundaries of c1 and c2 are not known. It is possible to check the property for a given state of the database. However during the reasoning process, due to the use of rules, the number of elements in each class can change. In forward reasoning it is possible to assess after each step though the efficiency of such processes might be very low. In backwards reasoning tables have to be kept and updated with every step. When backtracking elements have to be added or deleted from the tables. 

It is possible to declare a predicate elementOf  and a predicate notElementOf and then make a rule:

{(r1,elementOf,c1)}implies{(r1,notElementOf,c2)}

and a rule:

{(r1,elementOf,c1),(r1,elementOf,c2)}implies{(this, a, owl:inconsistency)}

owl:complementOf: if (c1,owl:complementOf,c2) then class c1 is the complement of class c2. In an open world there is no difference between this and owl:disjointWith because it is impossible to take the complement in a universum that is not closed. 

Languages needed for inferencing
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Four languages are needed for inferencing [HAWKE] :

1) assertions: this are just a set of RDF triples

2) rules: a set of composed triples

3) queries: a set of triples

4) results: this are the results of the query. In this thesis they are expressed in an RDF syntax and are thus graphs too. 

These are really diffrent languages though they are all graphs. The reason is that there are differences between them about what is syntactically permitted, about the interpretation of the variables and, generally, about the operational use.

Actually, in N3Engine these languages are only slightly different but nevertheless there are some differences. 

Interpretation of variables

I will explain here what the N3Engine does with variables in each kind of language:

There are 5 kinds of variables:

1) local universal variables

2) local existential variables

3) global universal variables

4) global existential variables

5) anonymous nodes

Overview per language:

1) assertions: 

local means here: within the assertion.

local existential variables are instantiated with a unique special identifier.

If the same name is used in two assertions two identifiers will be created.

global existential variables: these are instantiated with a unique special identifier. If the same name is used in two assertions only one identifier is used. 

local and global universal variables: they rest unchanged and are marked as what they are. 

anonymous nodes: are treated as local or global existential variables depending on the way they are syntactically represented. 

In a way, assertions containing universal variables are like rules in the sense that the variables may be replaced with URI’s and a triple can be generated and added to the closure graph. 

2) rules: 

local means: within the rule.

as in 1). If the consequent contains more variables as the antecedent then these have to be anonymous nodes or existential variables.

3) queries:

local means: within an assertion (triple) of the query; global means: within the query graph. 

anonymous nodes: are treated as local or global existential variables depending on the way they are syntactically represented. 

All other variables are marked in the abstract syntax as indicated in the concrete syntax. 

Variables and unification

In the unification all variables are treated in exactly the same way. A variable in the query matches with a variable or a uri in an assertion or a rule. Remember however that during unification existential variables do not exist anymore as they have been instantiated by a unique special URI. 

A URI in the query matches with an identical URI in the assertions and rules and with whatever variable in the assertions and rules. 

genset

[:genset {triple1, triple2, ….}]

The predicate genset will apply the rules of the database (which database? Should this be indicated?) to the tripleset given as the object of the predicate and generate as much triples a possible. These triples are added to the database. This is done before starting the resolution inference. 

rulegen: this predicate generates rules.

{{:p a :transitiveProperty} :rulegen {{:a :p :b. :b :p :c.} log:implies {:a :p :c.}}.

A,d given:

:subClassOf a :transitiveProperty.

will generate a rule:

{:a :subclassOf :b. :b :subclassOf :c.}log:implies {:a :subclassOf :c.}.
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